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At the request of the U.S. Global Change Research Program, the Great Lakes Integrated Sciences and 
Assessments Center (GLISA) and the National Laboratory for Agriculture and the Environment formed 
a Midwest regional team to provide technical input to the National Climate Assessment (NCA). In 
March 2012, the team submitted their report to the NCA Development and Advisory Committee. This 
white paper is one chapter from the report, focusing on potential impacts, vulnerabilities, and 
adaptation options to climate variability and change for the future climate sector. 
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Summary  
  

Climate projections from multiple sources display close agreement regarding future changes for the 
Midwest region in annual and seasonal mean temperature, the frequency of temperature 
thresholds including heat wave occurrences, and the magnitude of temperature indices such as 
degree day accumulations.  Comparison and integration of the downscaled temperature projections 
also illuminate relatively consistent spatial patterns in projected future temperature change across 
the Midwest.  In contrast, projections of future precipitation change remain highly uncertain for the 
Midwest.  The majority of climate projections are in agreement regarding the sign of the projected 
change for only the winter season.  Precipitation intensity is generally projected to increase by the 
mid and late century, although error in the downscaled simulations of the frequency distribution of 
daily and subdaily precipitation for the current climate complicates interpretation of future 
changes in intensity.  Given the importance of extreme hydroclimatic conditions to the region, 
improved simulation of precipitation is a high priority.  Wind climates, particularly wind extremes, 
represent a major vulnerability to the Midwest.  Some wind extremes occur at scales below those 
captured by global and regional climate models or involve processes that are not well understood, 
but the current suite of climate projections suggests little change in wind resources or wind 
extremes to the middle of the current century.  

 

 

  



 

4 

U.S. National Climate Assessment:  Midwest Technical Input Report :  Future  Climate Sector White Paper  

Introduction  
 
Climate change projections, also referred to as climate 
scenarios, are widely used for assessments of the potential 
impacts of climate change on natural processes and human 
activities, including assessments conducted at the 
local/regional scale such as the scale of the National Climate 
Assessment Midwest region. A number of different 
approaches are used to develop climate projections, and the 
strengths and limitations of each method must be taken into 
consideration when selecting projections for use in a 
specific application and when interpreting, comparing, and 
integrating outcomes from multiple assessment studies and 
impact analyses. 
 
This whitepaper focuses on climate projections for the 
National Climate Assessment Midwest region, defined as the 
states of Minnesota, Iowa, Missouri, Wisconsin, Michigan, 
Illinois, Indiana and Ohio (National Climate Assessment 
Factsheet 2012). The goals of the whitepaper are two-fold.  
First, we briefly review commonly-used approaches to 
develop local/regional climate projections and highlight 
strengths and limitations. The intent is to provide readers 
with a sufficient, although rudimentary, understanding of 
climate projections for an informed and nuanced 
interpretation of the substantial literature on potential 
climate impacts in the Midwest region.  Second, we 
summarize by climate variable potential future changes in 
the Midwest as synthesized from currently-available peer-
reviewed and gray literature. This whitepaper expands 
ÕÐÏÎ ÔÈÅ ÄÏÃÕÍÅÎÔȟ Ȱ#ÌÉÍÁÔÅ ÏÆ ÔÈÅ -ÉÄ×ÅÓÔ 5Ȣ3Ȣȱȟ ÐÒÅÐÁÒÅÄ 
by Kunkel et al. (2012) for the National Climate Assessment 
Development and Advisory Committee, in that it is more 
comprehensive in scope, incorporating the wide range of  
climate projections available for the 
region.  

Climate Projections  

Downscaling Methods   
 
Most often, climate change projections 
are derived from simulations obtained 
from global climate models (GCMs).  
GCMs have a relatively coarse spatial 
resolution; for example, those used for 
the Intergovernmental Panel on Climate 
Change Fourth Assessment Report (IPCC 
AR4) had latitude-longitude spacing that 
ranged from 4o by 5o to about 1.1o by 1.1o.  
4ÈÉÓ ÍÏÔÉÖÁÔÅÓ ÔÈÅ ÕÓÅ ÏÆ ȰÄÏ×ÎÓÃÁÌÉÎÇȱ 
methods to infer the high spatial and/or 
temporal resolution needed for many 
impact assessments. Downscaling 
procedures traditionally are classified as 
ÅÉÔÈÅÒ ȰÄÙÎÁÍÉÃÁÌȱ ÏÒ ȰÓÔÁÔÉÓÔÉÃÁÌȱȢ   

Common downscaling methods are briefly summarized 
below and illustrated in Figure 1.  Several detailed reviews 
of downscaling approaches are available (e.g., Mearns et al. 
2003; Wilby et al. 2004; Benestad et al. 2008).  The 
summary below is drawn primarily from Winkler et al. 
(2011a,b), and readers are referred to the original articles 
for more information including a ȰÃÈÅÃËÌÉÓÔȱ ÏÆ 
considerations for evaluating alternative downscaling 
options (Winkler et al. 2011a).  
 
It is not possible to argue for one downscaling approach as 
ÕÎÉÖÅÒÓÁÌÌÙ ȰÂÅÔÔÅÒȱ ÔÈÁÎ ÁÎÏÔÈÅÒ ɉ#ÈÒÉÓÔÅÎÓÅÎ ÅÔ ÁÌȢ ςππχɊȢ  
Rather, the different approaches should be viewed as 
complementary, and the choice of downscaling approach(s) 
should be appropriate to the assessment objectives. 
 

Dynamically -downscaled climate projections  

Dynamical downscaling employs numerical models, such as 
regional climate models (RCMs), to simulate fine-resolution 
climate fields, and can be particularly useful when 
mesoscale (a few to several hundred kilometers) 
circulations strongly influence the local/regional climate or 
when regional-scale influences such as terrain or changing 
land use are anticipated to have large effects on the future 
climate of the region  (Winkler et al. 2011a). RCMs, like 
GCMs, are based on the fundamental equations of 
atmospheric dynamics and thermodynamics. For this 
reason dynamical downscaling is often a better choice when 
an assessment requires a suite (e.g., temperature, humidity, 
wind, and radiation) of physically consistent and spatially 
and temporally coherent climate variables (Hanssen-Bauer 
et al. 2005).  Typical horizontal resolutions of RCMs for 
multi -decadal, continental-scale simulations are on the 

 
Figure 1. Illustration of the spatial scales of climate projections, as developed using 
dynamical, empirical-dynamical, and disaggregation downscaling methods applied to GCM 
simulations. Note that multiple downscaling steps can be applied. SOURCE: Winkler et al., 
2011a. 
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order 25-50 km (Rummukainen 2010). Simulations with 
resolutions of only a few kilometers are possible using 
multiple nested RCMs, or when considering shorter periods 
or smaller domains (e.g., Liang et al. 2004; Hay et al. 2006).  
For comparison to observations, RCMs are driven by lateral 
boundary conditions obtained from reanalysis fields, in 
which a GCM is constrained to follow observations. The 
ÒÅÁÎÁÌÙÓÉÓȟ ×ÈÉÃÈ ÖÅÒÙ ÓÉÍÐÌÙ ÃÁÎ ÂÅ ÔÈÏÕÇÈÔ ÏÆ ÁÓ Á ȰÂÌÅÎÄȱ 
of observations and model output, is considered to 
ÒÅÐÒÅÓÅÎÔ Á ȰÐÅÒÆÅÃÔȱ ɉÍÏÒÅ ÃÏÒÒÅÃÔÌÙȟ ÔÈÅ ÂÅÓt possible) 
GCM and thus allows the errors and biases of the RCM itself 
to be isolated. RCMs are also driven by coarse-scale 
simulations from GCMs both for historical and future 
periods.  Comparisons of RCM results when driven by 
historical reanalyses with corresponding results when 
driven by a GCM simulation of the corresponding period 
help to determine errors attributable to using the GCM's 
depiction of current climate to force the downscaled results.  
 
Resource constraints often limit RCM simulations to 
relatively short periods of a few decades in length (e.g. 
Christensen et al. 2002; Leung et al. 2004; Plummer et al. 
2006), especially when a very fine resolution is employed 
or when simulations are needed over a large spatial 
domain.  Furthermore, simulations with a given RCM 
typically have been driven by a single GCM or only a small 
number of GCMs.  This limitation arises from several 
practical considerations: GCMs do not usually store the high 
time resolution data needed for RCM boundary conditions; 
the differing output formats for different GCMs require 
extensive coding or data reformatting so that the data can 
be read by the input procedures used in the RCMs; and 
execution of RCMs requires substantial computing time and 
human resources. Both short simulation periods and 
limited number of GCMs used in RCM studies have 
implications for evaluating the uncertainty surrounding 
projected changes.  These constraints may be ameliorated 
in future RCM simulations that use the CMIP5 GCM results 
currently being produced. The CMIP5 protocol includes 
provision for saving output from participating GCMs at 
sufficient time resolution for use as RCM boundary 
conditions so that suitable output from more GCMs will be 
available. The CMIP5 GCMs also use a standard output 
format which should reduce the effort needed to 
adapt an RCM to boundary values from different 
GCMs. 
 
An example of dynamical downscaling is the North 
American Regional Climate Change Assessment 
Program (NARCCAP; Mearns et al. 2009, 2012), 
which has generated a uniquely detailed suite of 
regional-scale climate output that is being used 
extensively in the National Climate Assessment. 
Under NARCCAP, RCMs have been driven both by 
reanalysis fields and by GCM results. In the former 
the lateral boundary conditions are supplied by 
output from the NCEP-DOE reanalysis (shown as 
NCEP in Table 1), while in the latter a suite of four 
GCMs has been used to provide the nesting. Output is 

available to all parties and for many variables at a daily or 
higher temporal resolution.  
 

Statistically -downscaled climate projections  

A wide variety of empirical methods are employed in 
statistical downscaling.  Following Winkler et al. (2011a), 
we categorize statistical downscaling approaches into two 
broad categories, namely empirical-dynamical downscaling 
and disaggregation downscaling.  The categorization 
reflects differing underlying philosophies in the 
downscaling approach. Empirical-dynamical downscaling 
does not operate directly on the variable of interest as 
predicted by the global model, typically a surface weather 
variable such as temperature, precipitation or wind speed.  
Instead, the variable is inferred from derived relationships 
to large-scale variables predicted by the model, and 
selected to represent important dynamical and physical 
processes in the atmosphere. For example, precipitation can 
be inferred from a mid-atmospheric circulation property 
such as vorticity (e.g. Schoof et al. 2010).  Underlying this 
approach is the assumption that GCMs are able to better 
ÓÉÍÕÌÁÔÅ ÃÉÒÃÕÌÁÔÉÏÎ ÁÎÄ ȰÆÒÅÅ ÁÔÍÏÓÐÈÅÒÅȱ ɉÉȢÅȢ above the 
boundary layer) variables compared to surface climate 
variables, as they are less influenced by complex surface 
fluxes and interactions. Thus, the circulation and free 
atmosphere variables represent the larger scale 
environment, and the empirical relationships implicitly 
capture the effects of local topography, geography and 
boundary conditions on the surface variables. Another 
important assumption is that the circulation and/or free 
atmosphere variables capture the climate change signal.  
Many empirical-dynamical downscaling approaches are 
patterned after short-range forecasting techniques such as 
model output statistics (MOS; Karl et al. 1990) or employ 
weather typing techniques to link circulation with local or 
regional climate. 
 
Disaggregation methods attempt to infer fine-scale values 
from coarse-scale spatial or temporal fields of a particular 
variable, such as precipitation, although additional 
variables, including circulation and free atmosphere 
variables, may be included in the downscaling function to 

Table 1: Available NARCCAP simulations.  
 
Regional  
Climate Models 
(RCMs) 

Global Climate Models (GCMs) 

GFDL CGCM3 HADCM3 CCSM NCEP 

CRCM  X  X X 
ECP2 X  X  X 
HRM3 X  X  X 
MM5I   X X X 
RCM3 X X   X 
WRFG  X  X X 
Time Slices X   X  
ECPC     X 
WRFP     X 

SOURCE: http://www.narccap.ucar.edu/ 
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improve the relationship. Often the large-scale values are 
first adjusted for bias (error) in the GCM simulated values.  
To date, disaggregation downscaling has been the most 
common approach for developing local/regional climate 
projections. The relatively fewer resources needed for 
disaggregation downscaling methods compared to either 
dynamical or empirical-dynamical downscaling likely has 
contributed to tÈÅÉÒ ÐÏÐÕÌÁÒÉÔÙȢ )Î ÐÁÒÔÉÃÕÌÁÒȟ ÔÈÅ ȰÄÅÌÔÁ 
ÍÅÔÈÏÄȱ ×ÁÓ ÏÎÅ ÏÆ ÔÈÅ ÆÉÒÓÔ ÄÏ×ÎÓÃÁÌÉÎÇ ÍÅÔÈÏÄÓ 
employed in climate impact assessments. For this popular 
approach,  coarse-scale GCM simulations of monthly means 
and accumulations of climate variables (e.g., surface 
temperature and precipitation) are spatially interpolated to 
a finer resolution grid or to station locations, the difference 
or ratio between the GCM projected value for a future 
period and for a control (historical) period is calculated, 
and the differences (for temperature) or ratios (for 
precipitation) are applied to gridded or station specific 
historical observed time series. One limitation of the delta 
method is that it does not capture future changes in 
variability. Temporal disaggregation is also commonly used.  
For example, stochastic weather generators (e.g. Wilks 
1992; Katz 1996; Semenov and Barrow 1997; Dubrovsky et 
al. 2004, Qian et al. 2008; Semenov 2008) are often used to 
obtain finer temporal resolution from monthly projections. 
Typically, weather generators use Markov processes to 
simulate wet/dry days and then estimate wet day amounts, 
temperature and solar radiation conditional on 
precipitation occurrence (Wilby et al. 2004; Wilks 2010). 
Recent developments in weather generators include 
preserving the spatial and temporal correlations of the 
climate variables among locations (e.g., Baigorria and Jones 
2010).  
 
An assumption of both empirical-dynamical and 
disaggregation downscaling is that the statistical relations 
are stationary in time; i.e., relationships observed for the 
current climate will be applicable in the future.   In contrast 
to dynamical downscaling, statistical downscaling is not as 
resource intensive, making it easier to build a larger 
ensemble (i.e., suite) of projections based on a number of 
GCMs and also to include multiple future time slices.  
 

Available Climate Change Projections for 

the National Climate Assessment Midwest 

Region 
 
In the support documents provided by Kunkel et al. (2012), 
four sets of climate projections are utilized. These include: 
1) coarse-scale simulations from fifteen GCMs obtained as 
part of the Climate Model and Intercomparison Project 
Phase 3 (CMIP3; Meehl et al., 2007), 2) time series of 
monthly temperature and precipitation at a 1/8o 
latitude/longitude resolution obtained by applying a 
combined bias correction and spatial disaggregation 
ÄÏ×ÎÓÃÁÌÉÎÇ ÐÒÏÃÅÄÕÒÅ ËÎÏ×Î ÁÓ ÔÈÅ Ȱ"#3$ ÍÅÔÈÏÄȱ 

(Maurer et al. 2002) to the CMIP3 GCM simulations, 3) daily 
time series of temperature and precipitation obtained from 
temporal disaggregation of the BCSD spatially downscaled 
monthly and temperature values by adjusting randomly-
selected observed daily time series by the projected 
differences in the monthly values (i.e., the delta method), 
and 4) nine RCM simulations obtained from the North 
American Regional Climate Change Assessment Project 
(NARCCAP).  Thus, the guidance provided to the National 
Climate Assessment includes one set of non-downscaled 
climate projections, two sets of projections downscaled 
using disaggregation approaches but with different 
temporal resolutions, and a set of dynamically-downscaled 
projections.  
 
Considerable additional resources are available for climate 
change assessments for the Midwest region.  A number of 
fine-resolution climate projections with global coverage 
have been developed by research groups worldwide that 
may be relevant for assessment activities in the Midwest 
depending on the assessment goals. Additionally, climate 
change projections have been developed specifically for the 
Midwest.  Available climate projections are summarized in 
Appendix 1. As can be seen from the table, these projections 
differ in terms of downscaling procedure, resolution, time 
slices, the number of GCMs from which projections are 
derived, and the underlying greenhouse gas emissions 
scenarios.  
  

Considerations when Using and/or 

Interpreting Climate Projections  
 
As noted above, climate projections are important 
components of climate impact studies; however, they must 
be interpreted carefully, keeping in mind the underlying 
assumptions and limitations and possible sources of 
uncertainty.  Below we highlight three issues of particular 
significance when interpreting and using climate 
projections. 

 

Influence of regional topography or circulation on 
climate  

Unique characteristics of a region need to be taken into 
consideration when interpreting local/regional climate 
projections.  An example for the Midwest of topographic 
influences is the Great Lakes and the surrounding lake-
modified climates.  The Great Lakes are crudely represented 
in GCMs; for example, in the HadCM3 model used in IPCC 
AR4, the lakes appear as a single water body (Figure 2). 
Consequently, simple spatial interpolation of GCM output to 
a finer-resolution grid or a location will result in climate 
projections that inadequately (if at all) capture the 
influence of the Great Lakes on the local climate.  
Furthermore, dynamical downscaling using RCMs may not 
fully capture the effect of the lakes, as many RCMs do not 
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include a lake module, and lake temperature is crudely 
estimated in some RCMs as the average of nearshore 
Atlantic and Pacific temperatures. 
 
The impacts of regionally-specific atmospheric circulation 
must also be considered when interpreting and using 
climate projections.  As an example, the western portion of 
the Midwest region frequently experiences a southerly low-
level wind maximum known as the "low-level jet," 
especially at night during the warm season (Walters et al. 
2008).  These jets contribute to the transport of moisture 
into the region, and downstream convergence can act to 
initiate or sustain convective precipitation systems that 
propagate across the region. The low-level jet is poorly 
represented in some GCMs and RCMs, introducing 
uncertainty into warm season precipitation projections. 
Furthermore, the propagating mesoscale convective 
precipitation systems induced by the jet are poorly 
represented at typical RCM grid spacings (Anderson et al. 
2007) and are absent in GCMs executed at typical climate 
scales. 
 

Ensembles and multi -model means  

One of the most robust conclusions from climate model 
evaluation studies is that there is no single best model for 
all locations, periods, or variables of interest (Pierce et al. 
2009).  Therefore, most climate change assessments employ 
an ensemble (i.e., suite) of climate projections.  As pointed 
out by Winkler et al. (2011b), ensembles provide an 
ÅÓÔÉÍÁÔÉÏÎ ÏÆ ×ÈÁÔ *ÏÎÅÓ ɉςπππɊ ÒÅÆÅÒÓ ÔÏ ÁÓ ÔÈÅ ȰÃÁÌÉÂÒÁÔÅÄ 
ÒÁÎÇÅ ÏÆ ÕÎÃÅÒÔÁÉÎÔÙȱȟ ÁÎÄ ×ÈÁÔ 3ÔÁÉÎÆÏÒÔÈ ÅÔ ÁÌȢ ɉςππχɊ 
ÒÅÆÅÒ ÔÏ ÁÓ ÔÈÅ ȰÌÏ×ÅÒ ÂÏÕÎÄ ÏÎ ÔÈÅ ÍÁØÉÍÕÍ ÒÁÎÇÅ ÏÆ 
ÕÎÃÅÒÔÁÉÎÔÙȱȢ %ÎÓÅÍÂÌÅÓ ÕÓÕÁÌÌÙ ÉÎÃÌÕÄÅ ÐÒÏÊÅÃÔÉÏÎÓ ÄÅÒÉÖÅÄ 
from a number of different GCMs and projections obtained 
from GCM simulations driven with different greenhouse gas 
emissions scenarios.  More recently, projections developed 
from multiple simulat ions from the same GCM, but where 
selected physical parameterizations are perturbed or where 
initial conditions have been slightly modified to evaluate 
variability, are included in an ensemble (e.g., Murphy et al. 

2007). Less frequently, an ensemble includes projections 
derived using multiple downscaling methods.  A schematic 
illustrating the potential components of an ensemble of 
climate projections is shown in Figure 3. 
 
Multi -model means, or in other words the average of the 
individual members, are frequently used to summarize an 
ensemble of climate projections, and indeed this is the 
approach used by Kunkel et al. (2012) in the National 
Climate Assessment support documents. The motivation for 
this usage comes from medium range weather forecasting, 
where the ensemble mean has been shown on average to be 
a better prediction than the prediction of an individual 
member (Christensen et al. 2010). The most common 
method for producing the ensemble mean is to take the 
simple arithmetic average of all participating models.  
Alternative methods have been proposed in which the 
participating models are unequally weighted (e.g., Giorgi 
and Mearns 2003). However, recent research concluded 
Ȱwe do not find compelling evidence of an improved 
description of mean climate states using performance-
ÂÁÓÅÄ ×ÅÉÇÈÔÓ ÉÎ ÃÏÍÐÁÒÉÓÏÎ ÔÏ ÔÈÅ ÕÓÅ ÏÆ ÅÑÕÁÌ ×ÅÉÇÈÔÓȱ 
(Christensen et al. 2010). Transferring this concept to 
climate projections is hindered by the interdependence 
among the ensemble members, as GCMs and RCMs employ 
similar numerical schemes and parameterizations (Tebaldi 
and Knutti 2007). Because of this interdependence, 
consensus among projections should not be confused with 
skill or reliability (Maraun et al. 2010). Another situation 
where a multimodel mean may be misleading is when some 
members of an ensemble project a positive change in a 
climate variable while others project a negative change.  In 
this case, the multimodel mean of the projected change can 
approach zero even though all of the ensemble members 
project a substantial change but of opposite sign. The near-
zero ensemble mean may be interpreted as "no change" 
when an arguably more informative interpretation is that 
the nature of the change is uncertain.  Precipitation 
projections tend to highly uncertain and often of opposite 
sign; thus, simple multimodel means may not be very 
informative in considering future changes in precipitation.   
 

Ȱ3ÈÅÌÆ ÌÉÆÅȱ ÏÆ ÃÌÉÍÁÔÅ ÐÒÏÊÅÃÔÉÏÎÓ 

The National Climate Assessment organizers have 
requested that any new analyses for the assessment utilize 
climate projections developed from IPCC AR4 era GCMs.  On 
the other hand, the available peer-reviewed literature for a 
particular sector or region employs climate projections 
from older versions of GCMs in addition to more recent 
simulations. In fact, there is often a substantial lag between 
the release of new GCM simulations and the development of 
downscaled climate projections, and a further lag 
associated with the evaluation of the downscaled 
projections and their use in applications. Thus, much of the 
literature reviewed for the National Climate Assessment 
will have employed simulations from earlier versions of 
GCMs. As pointed out by Winkler et al. (2011b), the 
common assumption is that once a newer version of a GCM 

Figure 2.  Land-sea mask for North America in the HadCM3 global 
climate model, one of the models used in the IPCC AR4.  
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is available scenarios based on older versions are obsolete. 
Against this view it can be argued that older model runs 
have an advantage in that they often have been extensively 
compared to observations. Thus, the characteristics and 
limitations of older model runs are better understood than 
are those of newer models that have not been as thoroughly 
evaluated.  Additionally, recent guidance from the IPCC 
(Knutti et al. 2010) suggests that it may be appropriate to 
ÃÏÍÂÉÎÅ '#- ÓÉÍÕÌÁÔÉÏÎÓ ÆÒÏÍ ÄÉÆÆÅÒÅÎÔ ȰÅÒÁÓȱ ÉÎ ÁÎ 
ensemble. Concomitantly, it is appropriate to integrate 
outcomes from assessment studies that used climate 
projections developed from older versions of GCMs with 
those that employed scenarios developed from more recent 
GCM simulations.    
 

Evaluation of Climate Projections  
 
Evaluation is the responsibility of both the suppliers and 
the users of climate projections. Here we summarize recent 
attempts for the Midwest region to evaluate GCM 
projections and RCM simulations available from NARCCAP.  
These examples were selected to illustrate evaluation 
techniques and strengths and weaknesses of climate 
projections.  Although evaluation examples are provided for 
only one downscaling method (i.e., dynamical downscaling), 

evaluation is also a necessary step for statistical 
downscaling. An important consideration is that the 
evaluation needs to be conducted in light of the potential 
application, and the climate variables included in an 
evaluation should reflect the key concerns of the 
application.  As an example, a recent evaluation of an 
empirical-dynamical downscaling procedure employed a 
large suite of precipitation metrics selected to represent 
future changes in precipitation thresholds and extremes 
including, among others, wet day probability, mean dry 
spell length, wet day precipitation intensity, and the 90th 
percentile of wet day precipitation (Schoof et al. 2010).  
 

GCM simulations 

Several studies have provided information on GCM 
performance relevant to the Midwest region.  Ruiz-Barradas 
and Nigam (2010) examined precipitation over North 
America in four GCMs (CCSM3, GFDL CM2.1, HadCM3, and 
ECHAM5). They noted seasonal differences in regional 
precipitation biases, with the western U.S. generally being 
too wet in spring and the central U.S. being too wet in 
summer (except for CCSM3).  They found that interannual 
variability of precipitation in the Great Plains region (which 
includes the western part of the Midwest region that is our 
focus) was generally similar to observed values, though the 
performance of each model was not necessarily consistent 

 
 

  
Figure 3. Development of an ensemble of climate projections. The dashed line indicates uncertainty sources that are 
infrequently considered. SOURCE: Winkler et al. 2011b.  
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across seasons.  The models varied in their ability to 
capture remote influences of sea-surface temperature on 
Great Plains precipitation, with CCSM3 failing to reflect the 
observed correlation with central Pacific sea-surface 
temperature. McCrary and Randall (2010) examined 20th 
century drought over the Great Plains in three GCMs 
(CCSM3, GFDL 2.0, and HadCM3).  They found that all of the 
models produced excessive precipitation over the Great 
Plains.  Simulated drought for the region was comparable to 
observations but the models differed in the nature of their 
drought forcing.  While drought in GFDL CM2.0 and 
HadCM3 corresponded with low-frequency variations in 
sea-surface temperature, CCSM3 showed no significant 
correlation between precipitation and tropical Pacific sea-
surface temperature (which is broadly consistent with the 
findings of Ruiz-Barradas and Nigam 2010).  They suggest 
that drought persistence in CCSM3 may be related to local 
feedbacks arising from that model's tight land-atmosphere 
coupling. 
 
In a more comprehensive study, Wehner et al. (2011) 
evaluated 19 models from CMIP3 focusing on their ability to 
reproduce observed temperature, precipitation, and 
drought incidence over North America as measured by the 
Palmer Drought Severity Index (PDSI).  Results for the 
North American domain as a whole showed that all models 
underpredicted the areal extent of drought. Although 
Wehner et al. (2011) did not focus specifically on the 
Midwest, their computations of ensemble means across all 
models show that over most of the Midwest temperature 
bias is slightly negative while precipitation bias is small.  As 
noted elsewhere ensemble means can hide substantial 
inter -model variability and the authors noted substantial 
variations in performance amongst the models.  Diagnoses 
of PDSI from projections through the 21st century following 
the A1B emissions scenario showed that all models 
produced increases in the frequency and severity of 
drought.  An interesting finding from their study is that 
much of the variability amongst the model projections, 
which often has been taken as a measure of uncertainty, 
results from differences in climate sensitivities amongst the 
models (i.e., projected temperature change for a given 
change in greenhouse gas concentrations). Variations in 
model projections for drought were lower when the models 
were referenced to a given temperature change rather than 
a given time period.  
 

NARCCAP simulations 

Evaluation of downscaled near-surface variables for a 
historical period can be used to assess the skill of the 
downscaling. Mearns et al. (2012) examined a variety of 
skill metrics for NARCCAP simulations of precipitation and 
temperature in current climate (1980-2004) using 
reanalysis fields as boundary conditions.  Consistent with 
other studies they found there was no single best model 
across all metrics.  There were suggestions of an advantage 
for regional climate models that use spectral nudging, in 
which the largest spatial scales of the boundary data are 

used to constrain the interior of the model domain as well 
as the boundaries.   
 
Evaluations using the NARCCAP suite to simulate multiple 
descriptors of wind climates over the contiguous U.S. (Pryor 
and Barthelmie 2011, Pryor and Barthelmie 2012a, Pryor et 
al. 2012d) suggest that application of the RCMs improves 
the simulation of wind climates during 1979-2000 relative 
to the driving reanalysis and that the RCMs exhibit some 
skill in depicting historical wind regimes. Furthermore, 
evaluation of 50-year return period wind speed derived 
from the NARCCAP output for the historical period (1979-
2000) relative to extreme wind speed estimates computed 
from station observed daily maximum fastest mile speeds at 
35 stations across the contiguous U.S. revealed that the 
RCMs exhibit some skill in capturing the macro-scale 
variability of extreme wind speeds. Simulations of intense 
and extreme wind speeds by the RCMs were found, at least 
to some degree, to be independent of the lateral boundary 
conditions, instead exhibiting greater dependence on the 
RCM architecture. Although not employing NARCCAP 
simulations, a recent analysis of dynamically-downscaled 
wind speeds for a nominal height of 10 m with the lowest 
model level (approx. 70 m a.g.l.) from the Rossby Center 
RCM (RCA3) run at four resolutions (ranging from 50 ³ 50 
km to 6 ³ 6 km) found that model resolution had the largest 
impact on wind extremes compared to central tendency 
(Pryor et al. 2012e).  
 
An understanding of the spatial differences in the 
performance of downscaled projections, such as the 
dynamically-downscaled NARCCAP simulations, is critical 
when interpreting projected future changes.  Cinderich 
(2012) recently completed a comparison for the Great 
Lakes region of the NCEP-driven simulations for five of the 
RCMs in the NARCCAP suite to 32-km resolution 
temperature and precipitation values from the North 
American Regional Reanalysis (NARR; Mesinger et al. 2006) 
for 1981-2000. Large inter -model differences in 
performance are evident (Figure 4).  January mean 
temperatures from the HRM3 simulation are considerably 
warmer than NARR temperatures across the entire Great 
Lakes domain, whereas for the other RCMs the January 
mean temperatures are warmer than NARR only in the 
southwestern and/or western portion of the domain. In 
contrast, the simulated July mean temperatures are cooler 
than the NARR values across much of the domain for the 
ECP2, MM5I and WRFG simulations.  The CCRM and NARR 
July mean temperatures are comparable across most of the 
U.S. portion of the Great Lake region, whereas the HRCM3 
mean July temperatures are warmer than NARR in the 
western portion of the domain.  For both months, large 
deviations in air temperature are seen over the Great Lakes.  
These differences likely reflect error in both the RCM and 
NARR temperature fields.  In January, the RCMs, 
particularly ECP2, tend to overestimate mean daily 
precipitation compared to NARR in the northern portion of 
the Great Lakes region, whereas in July precipitation is 
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underestimated in the southwestern and/or western 
portions of the domain (Figure 5).  
 
A final example of the evaluation of NARCCAP simulations 
for the Midwest focuses on the differences in the 
distribution of daily maximum and minimum temperatures 
between the observations at individual stations along the 

eastern shore of Lake Michigan and the NCEP-driven RCM-
simulated temperature at the nearest land grid point 
(Figure 6; Abraham et al., personal communication).  
Additionally, GCM-driven RCM simulations for a historical 
period are compared to observed values and the simulated 
values from the NCEP-driven run.  For brevity, histograms 
are shown for only one location (Eau Claire, Michigan) and 

 
January 

 

 

 
Temperature Difference (K) 

 
 
 

July 
 

 
 

 
Temperature Difference (K) 

 
Figure 4. Mean surface-air temperature differences between NARR and five NARCCAP simulations for January and July. The top 
row (from left to right) shows the differences for the CRCM, ECP2, and HRM3 simulations and the bottom row the differences for 
the MM5I and WRFG simulations. SOURCE: Cinderich (2012)  
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one RCM (WRFG).  When the annual distribution of daily 
maximum and minimum temperature is considered (top 
two histograms in Figure 6), the frequency distribution 
obtained from the NCEP-driven WRFG simulation follows 

 closely the observed distribution.  However, when the 
observed distributions are compared to the frequency 
distributions for the historical simulations driven by the 
GCMs, larger deviations are observed, particularly a 
substantial cold bias for the CCSM-driven simulation.  
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Figure 5. Differences in mean daily precipitation between NARR and five NARCCAP simulations for January and July. The top row 
(from left to right) shows the differences for the CRCM, ECP2, and HRM3 simulations and the bottom row the differences for the 
MM5I and WRFG simulations. SOURCE: Cinderich (2012)  
 
























